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DETECTION PERFORMANCE OF AN FM CORRELATOR

I. rntroduction

• A. Background. Developing the capability to detect and track signal

energy contained in selected narrow spectral windows continues to be a sig—

nificant challenge to the undersea warfare coninunity. Potential targets can

be characterized acoustically by spectra featuring one or more narrowband

emissions of uncertain or random bandwidth , whose center frequencies are

subject to doppler shifting as the targets move. Therefore, detection of

such emissions and estimation of their frequencies as they vary in time

(tracking) allow both target identification and localization. In many ways

the dynamic behavior of these emissions resembles conventional frequency

modulation.

The methods presently employed in spectral estimation for the purpose of

detecting and tracking undersea targets for the most part are based on com-

putation of discrete Fourier transforms (DFT). In some appl ications , these

methods are not practical from the point of view of complexity and cost.

For example , the des ign of an expen dable sensor array is usuall y cons tra ined

by a cost f igure , and thus it is desirable to use a spectral estimation

scheme wh ich is inheren tly simple and relatively inexpensive.

The investigation reported herein is aimed at evaluating alternate methods

proposed for spectral detection and estimation which do not require OFT

processing . Representative of these methods is the FM correlator Illustratec

in Figure 1, in which waveforms from two sensors with the same spectral band

(or in two spectral bands from the same sensor) are each processed as If

they were FM signals , and the results correlated.
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J. S. LEE ASSOCIATES, INC.

The FM detectors depicted in the diagram are assumed to be conventional

empl oying a limi ter and a discrimi nator such as the Travis type shown in

•Figure 2. Use of an integrated circuit version would also be in harmony

with the analysis employed, since the model l ing  is based on the idea of

• frequency-to-amplitude conversion in which the mul tiplier inputs z1 and

are, over a given ban dwidth , linear funct ions of the instantaneous frequenc ies

of the inputs to the two channels. For convenience, the conversion is under-

stood to be

Z
1(t) = g1[w1(t)J i = 1 , 2 

-

= w1(t) - 

~~~~ 
Iw j - c W/2.

= 8w1(t)

Thus the correlator fi l ter ou tput at time T is

z(T) = cdt z1 (T - t)z 2(T - t)h(t)

dt 8w1(T - t)8w2(T -t)h(t),0

an estimate of the cross-correlation between the frequencies in the two

• channels. When a target is present, the output of the mul tiplier is

(&.~ +~~~~ )(~ +~~~~ )s n 1 S n2
= ( 6 ) 2 + noise

and the correlator provides a smoothed estimate of the mean square target

frequency deviation from the center of the band when the relative time delay

between the channels has been compensated for.

The present effort is intended to prove the concept of detection using

c an FM correlator with quantitative results. Numerical results presented assume

that the relative time delay between the target waveforms received in the two

channels has been removed , although in the analysis and in computer programs

this delay can be specified as a parameter. Also, in the present analysis

3
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frequency modulation due to the target is modeled as a zero-mean Gaussian

random process; the non-zero mean case, includin g doppler effects, can be

treated in a simple extension of the present results.

Previous efforts [1) have sought to calculate the detection performance

of the FM correlator model (shown in Figure 1) by finding the probability

distribution at the output of the multiplier . In the continuation of this

approach , the exact distt ~bution was found , and it is quite difficult to

compute. An approximate method describ€~. also in [1] which used a coninon

expression for the FM detector outputs valid urlder high carrier-to-noise

power ratio (CNR) assumptions, also yields a rather complex probability

density function (pdf) for the multiplier output. These latter results were,

however , computable and some performance calculations were given in [i] which

do not include the filter .

The previous performance (for no filter) was shown to be poor. The ques-

tion remaining was whether “integration” or filtering of the multiplier out-

put would improve the performance to an acceptable level .

B. Sunnary. In the present work , the output of the lowpass filter in

• Figure 1 is assumed to be Gaussian because of the integrating or sunning

effect of the filter. Therefore , the performance--receiver operating charac-

teristics (ROC)--can be calculated using only the mean and variance of the

filtered multiplier output as functions of the various bandwidths and CNR ’s

involved. Analytical expressions are developed in Section III , based on

the models and assumptions presented in Section II.

Usin g th is approach , numerical results were computed and are displayed

graphically in Section IV . Al though further study is desirable in connection

with direct system appl ications, the performances calculated so far indicate

that the integrating filter does indeed improve the performance of the FM

-~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — 
- - -
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correlator to an acceptable level , even for zero-mean Gaussian modulation.

More detailed discussions of the effect of the various system parameters on

the probability of detection accompany the figures in Section IV.

Reconinendations for future work are given in Section V.

- 
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II. Models

A. Channel inputs. The inputs to the lirniteridiscriminators-in the two
channels are assumed to be of the form (A1 constant)

s1(t) + n
~

( t)  = A1sin[~0t + +mi (t)j + n
~~

(t)cosw 0t + n
~1
(t)sinw0t

= R1(t)$ln[w0t + mi(t) + *~
(t)] ; 1=1 ,2, (1)

in which the narrowband noise components nci~ 
n
51 

are assumed to be independent

zero-mean Gaussian random variables from random processes with the correlation

functions

E{nci (t)ncj (t+;)} E{nsj ( t )n 5i (t+t)
~ 

(2)

a
0~~p~~( r ) .

In this work the noise spectra are assumed to be of Gauss ian shape , that is,

S1(f) 
= exp 

{
~(f/w~)2}. f>O. (3)

The noise bandwidth W 1 here defi ned corresponds to a 4.34 dB rol l-off of the

spectrum. Correspondingly, we have

= J dfS1 (f) cos2~ft

= e:P{-(wWit)
2
}. (4)

The angl e function $mj(t) indicated in (1) is assumed to be given by

mi (t) = 
fd ~mi(~).

7
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where the modulat ion m1(t) is assumed to be from a zero-mean Gaussian process

with the correlation function

E{m1 (t)m 1(t+
.r)
} 

= PmPm( •t) = Pmexp {_ (tr W mr) 2}. (6)

where Wm is defined as the 4.34 dB bandwidth of the modulating process.

Fur ther , it is assumed that

m1(t) m(t)

m2(t) m(t-8t), (7)

so that in (6) no channel subscript (1) is required .

In (1) also we have

R~(t) = (A 1 + n11( t)] 2 + [n 21 ( t)] 2

(8)
= tan 

[A j +nii ( t )]

where

ni~
( t )  

~ 
flci (t )S

~ mi Ct) + nsj (t)cos +mi (t)

n2~
( t)  

~ 
ncj (t)cos$mi

(t) - flsi (t )5 iV 4)mi (t)*

The transformed processes n .(t), n •(t) are also Independent , zero-mean

Gaussian.
B

B. Channel outputs. The limi ter/discriminator operations diagramed in

Figure 3 are assumed to be ideal so that the ir outpu ts are

z1(t ) = m
1(t) + t~1(t) , (10)

- neglecting any constant factors. It should be noted that ~p and m are not

independent.

8
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Th is fact is understood from

— 

(A 1+n1~
)r 2j_r

11n21
2 2 )

1 (A1+n11) +(n2i )

and from (9), in wh ich it is evi dent that the derivatives of the noise terms

conta in 
~mi m~. Thus we can also write

I A.(A.+n .) 1 (A.+n .)n4.-n .n2.z.(t) = m.(t) — 
1 1 

~~ 2 
+ 3i 1 (12)1 1 

[(A~+n1~) +n2 .j  (A 1-i-n11) +n21

using

= flci~~~4Imi 
+ 
~si

COS4)mi (13)
n41 = tlci CO5+mi 

- t1si5
~~

4)mi

Under th is representat ion , n11, n21, n31, n41 are itidependent.

The probability density functions for z1 and z2 are der ived in the append ix,

wi th m1 and m2 as parame ters , in order to calculate their means.

C. Filters and Correlator Outputs.

Using h(t) for the filter impulse response, the correl ator output is
given by

z(t) = fdr h(t)z1(t-t)z2(t-t). (14)

It is assumed that every I seconds the fil ter output is sampled (to be com-

pared to a threshold) and the filter is reset. Thus the samples are

wr itten

z(T) = J d rh( r)z 1(T—r )z 2(T—t ). (15)
0

10
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In this work three types of fil ters are to be considered ;

~~1Filter 1: h 1(t) = ~ 
0<tcT (Integrate and dump) (16)( 0, otherwise

1 -t/RC o
Filter 2: h2( t )  = { RC e ~ (Singled-tuned LPF) (17)

0 , t<O

~~~~~~~~~~~~~~~~~~~~~ t>O (18)
Fil ter 3: h3(t ) =

‘fl 0 , tcO

(2-pole Butterworth LPF)

The 3-dB bandwidths of filters 2 and 3 are

B — ’2 
- 

2wRC

and

B3 = Wb
/21!* (19)

D. Detaction. The Neyman-Pearson model of detection will be used. Under

the nul l hypothesis,

z(TIH0) N(p0,a~0)

with

H0: CNR 1 = CNR2 = 0.

The alternative hypothesis is

H1: CNR 1, CNR2 ~ 0

for which It Is assumed z(TjH1) ‘~~ N [~( T) ,a~(T) ]

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

_________
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Probability of false alarm is therefore given by

PF Utj dz P(zIHo ) = - ~
.erf (20)

For a given value of 
~F’ 

then , we can compute the threshold v~. The probabil i ty
A

of detection becomes

p
0 

= Jdz .p(z~H1) = 
~~

- - ~-erf [::~~~~~~~ ] 

(21)

where P0 is a funct ion of the CNR ’s.

III. Analytical Results.

A. Mean of Correlator Output. From (13) we have

E{z(T~~ p(T)

JdT h(t)E{z1(T-t)Z2(T-t)~. (22)

Now, the expectation is taken over both modulation and noise; and for stationary

processes ,

E {Z ,( T — r ) 2 2 (T— r ) } = E{z,(t)Z2(t)}
• = Em{EnIm{zi(t)z2(t)}

= Em{En m {zi(t)~
En m~~

z2(t)} ~~~~
. (23) 

-

From the appendix

En i m {zi(t)} 
= m1(t)[l-e~~

1J (24)

where

h~ ~CNR 1 A~/2a~1. (25)

12
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Therefore , T
- 

p(T) = E~m1(t)m2(t)~(1-e~~~)(l-e~~~) fd-rh(.r)

= ~m
p
m t) _e_h _e_h

~ j dth(-r ) (26)

using the notation of (6).

B. Variance of Correlator. First, the mean square is written

E~z
2
(T)} = f dvf di h(v)h(t)E~z1(T-v)z2(T-v)z1(T-t)z2(T-i)}

= 

f
dvj dth(v)h(~)R (t- v)~ (27)

where R
~
(r) is the correlation function of the multipl ier output. In the

appendix it is shown that (27) can also be written

E{z
2(T)~ = 2 jdt R~(t)g(t) (28)

with g(r) the fil ter autocorrelation function:

• çIt
• g(-r ) 

J 
dv h(v)h(v+t) . (29)

0

The square of the mean (26) is

2(T) = P~n~(8t )(l_e
_h1)2(I_e~~~)2 f dvJcl r h(v)h(t)

= P~P~(8t)(l_e~~ J(l_e_t12)2 2 j  
dr 9(r). (30)

13  
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in this expression the double integral was reduced in the same way as it was

in the transition from equations (27) to (28). Thus the variance is

a~(T) = E{z
2
(T)} - 

2(1)

= 2jdT 9(r){R~
(r) - P~p~(At)(l_e

_th1)2(l_e~~2)2}. (31)

Now R
~
(T) is found to be

Rx(r) 
= E{z1(t)z2(t)z 1(t+r)Z2(t+ r)}

= Em{En im{Z i
(t )Z

i
(t+T)} En m{Z 2

(t )Z
2(t+t )} }

= Em~{Rz Im
(T)Rz I,p.

2
(T)}P (32)

where the R - m (r) are the (conditional) correlation functions of the FMzi i
c~tector outputs. The correlation function of an FM detector is known to be

• of the form [2, chapter 13]

Rz i m (T) = mj(t)mi(t+t)(1~e~~~)
2 + fi(T) (33)

where

fi(T) fEp i (T), p1(T) ,~~~1(T) ;  h~] (34)

and

f = - 
2e h 

+ Lth e_2h
2
~
(1+

~ 
—

2p2 ( 1~ ) ‘p

_e 1~
2
1~
P(

~f÷ç_ 1)[Ei(~~
).. 2Ei
(
~~2h2) + Ei(~~~~~_)J} 

(35)

14
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in which the Ei(x) represents the exponential integral

Ei(x) ~ dt ~~~~
- , x>O, (36)

and the p
~

(.r ) are noise correlation functions (cf (2)-(4)).

In consideration of (33)-(36), R
~
(T) becomes

R~(t) = (1_e41~)2(i_e
t
~~f 

E~m,(t)m1(t+r)m 2(t)m 2(t+t)}

+ PmP (T) [(1_e
_
~~)

2f2(T) + (l_e h2) 2f1(.r)] (37)

+ f1(-r)f2(t).

Since m(t) is Gaussian ,

E{m1(t)m1(t+t)m2(t)m2(t+-r)~

= E{m(t)m(t+t)m(t-At)m(t+-t_At)} (38)

= 
~~ + p~~(8t) + Pm(r_6t)Pm(t+8t)] *

• Substituting (38) in (37) and (31) gives

2 2
o~ ( T )  = 2jdr g(t){P~(1_e

_h1)2(1_e _h2)2[p~(T) + Pm(T 8t)Pm(T
46t)]

+ 9m(T)I
_
~~

tI
~~
2
~2(T) + 

(l_e hl2)f1(r)J + f1(t)f2(r) } . (39)

15
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IV. Numerical Results

After the necessary analytical expressions for the mean and variance of

the filter output were developed, detection probabilities were calculated

via numerical integration, according to the model of detection shown in

Section 11-0.

In setting up the calculations, the following basic parameters were

identified:

h2 carrier SNR (CNR)

= p1(~~b~~ ratio of mean square frequency
modulation to square of channel
bandwidth

WT channel bandwidth-time product

£ = Wm/W ratio of modulation bandwidth
to channel bandwidth

BT filter bandwidth-time product

In al l of the computed cases, the modulations in the channels were

assumed to be al igned In time (8t = 0). The reference case for the calcula— •

tions to be shown was chosen to be

y 1 ,W T 5 ,BT .3,c = l .  (40)

A. Receiver operating characteristics.

• The probability of detection 
~~~ 

at the filter output , as a
function of CNR, is displ ayed in Figut~es 4 - 7 for probabilities of false

alarm equal to io 2, lO~~, and lO~~. Because of the rather steep slope

with the linear P0 scale of Figure 4, the expanded, probability scale of
Figures 5-7 is to be preferred for discussion. Several interesting

features of the figures invite coment. 
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Limiting values. The value of PD for very small CNR, of course,

has an m e d iate interpretation:

PD +P FA as CNR +O (41)

However, the fact that P0 approaches a value less than one for large SNR is,

at first sight, somewhat unusual because we are accustomed to thinking of

SNR as a location parameter for the pdf of the decision variable. In this

FM situation, though, the SNR involved is actually the CNR, and what is

“happening” in Figures 4 - 7 can be described very simply. At high CNR the -

correlator output approaches that of the noiseless case , in which (see (26)

and (39)): u(l)  = C1E{m2} (42)

= C 1Pm
and a~(T ) = C2P~ (43)

• Thus for Gaussian frequency modulation , both the mean and standard deviation

of the correlator output are directly proportional to the mean square of the

modulation. For all values of 
~m’ 

there is always a portion of the distri-

bution which falls below the threshold; thus P0 
< 1 - as CNR -.. ~~~.

Transition values. For CNR neither very large nor very small , we may

think 0f the correlator output pdf as the outcome of a “battle” between the

• noise only case and the noiseless case:

noise only transition noiseless

mean p~~~ O

variance an °rnm am
.

As so often occurs in nonlinear systems , one effect captures or suppresses the

other; therefore the transition from a low P0 to a high value takes place over

a relatively small interval of CUR values.

— 
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What is intriguing is that there is an interval over which P0 < ~FA•
• It seems that , as CNR increases from zero, for a while the net (noise +

modulation) distribution begins to have a sharper peak (smaller -a) before

the mean value begins to shift.

B. Parameter variations.

Some calculations were designed to explore the effect of depar-

tures of the various parameters from the reference case (40) for CUR = 10 dB.

In Figure 8, y is varied . As anticipated in the previous di scussion,

increasing y (increasing 
~~ 

causes the limiting value of P0 to increase , but

this effect saturates due to the fact that both mean and variance depend upon 
~~

Therefore, increasing “modula tion power ” beyond a certain point is not productive.

WT is varied in Figure 9, indicati ng that, for W fi xed , increasing T

improves detection performance by integrating longer the (nonzero) multipl ier

mean when there is modulation. For fixed T, the interpretation is less clear,

since postulating a variation in W and holding y constant i nvolves increasing

also.

In Figure 10, c , the ratio Wm/W~i5 decreased from its reference value

of unity. The effect is to decrease the value of P0 (i.e., P0ac). If a

modulation index be defined as

m = (44)
2lM

m

the bandwidth of the modulated carrier may be approximated by

B. W. 2Wm(l + B) = 2W(c + ,~) (45)

For fixed y,then, bandwidth of the modulated carrier is proportional to c,

and the effect shown In Figure lo can be attributed to variation in correlator

output SNR , as demonstrated in (6)

• 22
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- A most i nteresting effect is seen in Figure 11 , in which the filter

bandwidth-time product (BT) is varied for the case of the 2-pole Butterworth

filter. Evidently there Is an optimum value of 81 in the neighborhood of BT = .4.

A similar phenomenon was reported in [73 and attributed to a tradeoff between
noise rejection and signal rejection; as the filter bandwidth decreases, at first

more no ise is rejected than signal , causing improved output SNR and 
~D 

Reduc-

tion of filter bandwidth beyond a certain point, however , rejects more si gnal

than noise. Thus there is an optimum value of BT which in some sense matches

the signal (in this case, the modulation), and which will depend upon CNR.
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V. Concluding Discussion.

The question which has motivated this work - whether an FM correlator

(with integrating filter) can perform acceptably as a detecto r - has been an-

swered in the affirmative. For, as demonstrated numerically in the figures of

the previous section, probabilities of detection close to unity can be achieved

for arbitrary false alarm rates by manipulation of receiver parameters. Having

answered this basic question (with much effort initially) , only a sampl ing of

parametric investi gations have been carri ed out so far. For exampl e, wi th the

computer programs now in use , it is a straightforward effort to determi ne the

min imum detec~.dbl e signal , both in terms of CUR and modulat ion power 
~~~~

required to assure a given P0 for fixed 
~FA~ 

Several studies of this type,

characterizing the basic performance tradeoffs associated wi th FM correlation

detectors , would be qu ite in terestin g an d, if widely di sseminated , would provide

system designers wi th fuel for thought.

One bas ic study wh ich seems to have a significant potential for system

app lication is the case of random modulation (treated herein) but with nonzero,

time-varying mean. This model corresponds to narrowband emiss ions of uncertain

or varying center frequency, and subject to doppler shifts.

Further investigations should begin to focus on system applications ,

taking into account specifically doppler (motion) models and details of fre-

quency conversion circu itry, in order to assess accurately potential system

performance. The future study should address itsel f to the problem of de-

tecting multiple narrowband spectra as an extension of the current effort.

Al so, labaratory simulation should be considered in future efforts.
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APPENDICES

A. pdf for the Output of the FM Limiter-Discrimi nator

In this derivation a slightly different form for the FM channel out-

puts z1 is used. Instead of (10), let us wr ite

z1(t) 
= o~

(t) (A-i)

where the channel input is written

A1sin [w0t 
+ •5~(t ) ] + ncj(t)coswot + n51(t)sinw0t

= R1(t)sin[w0t + o
~
(t)]. (A-2)

Since , under th is represen tation ,

n - + A.sine.(t) •h
o~(t) = tan {n~ + A1cose1(EJ~~

’ (A-3)

we have

61 (t) = z( t) = UV - VU (A-4)
U + V

us ing U = + AiCO5$mi and v = n
~1 

+ AjSlfl$mj• (A-5)

Input Distribution

• At the same instant , (nrn , n~j~ ~1~~’ n51
) are mu tuall y i ndependen t

Gaussian variates [3] with zero means and

var (n ) = var(n 
~ 
4

var (
~~
) = var (ii

~
) ~ 

. 

(A-6)

where, for a flat noise spectrum over the passband b (in Hertz), [4],
— = ag/k = 4ir2a~b2/3. (A-7)
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Thus the variates (u, v, ~i, ‘) have the probability density function (pdf)

p0(u ,v ,~,~) = (2lT000iY
2
exP{_ (~

_
~~
2 

2~~~~ 
- 
(~_,~)2 +~~~~)2 }

2o0 20i

- 

_c c(u ,v,~,~1)<a . (A-8)

Mean valu es are taken to be

u =  A cos&,,~1, V =  A sin$,,~1
ü= _ m A s in

~mi + A COS$ . (A-9)

= mAcos 
ini 

+ A sin

Output Distribution

Consider the transformation of variables (dropping the subscript i)

u = R cos o

v = Rsine 0~8~2ir

U = ~~CO5 8 — ~sine —~~<~~<~~ (A—b )

= ~ sin 8 + ~ COs 0

for wh ich
_ _ _ _ _  - (A41)

- U + v

• The variable ~ can be interpre ted as A, the derivat ive of the

envelope , and n , as Re, o being the phase of the input waveform as given by
(A-2 ).

L 
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The Jacobian of the transformation is R, so that the pdf of the new variables

is

p1(R ,0,~,n) = Rp0(Rcos O, Rslne , ~cos 0 — n sine ,~ stn0 +ncose)

= R(2wo0o1y
2exp~ _ 

~
_i
~2.[R

2 
+ A2 - 2RA cos (e_ ~~)J

- 
1 

[~
2 + + m2A2 + A2 - 2(mA~-~A)sin(e-~~)

-2(
~
A+nmA)cos(O-

~~)]}
. (A-12)

Eliminatin g ~ by in tegra tion , we have

= J d -~ p1(R ,6,F~,i~)

= R~~2~)
3/2a~~iJ ex~

{
~ 

R2 + A 2 _
~~

} (A-13)

- 

x exP
{
~~~cos(o_+m) 

- 
_
~
i
~-[a

2cos2(o_ ~m+~~) 
- 2rlacos(e_+

m
_+
a)]}

usin g a2 = m2A2 + A2, a 
= tan4(A/mA). (A-14)

The terms in the second ex ponen tial may be wri tten also

2 2
Rbcos (0_$m+$a

_+
b) 

- _•
~
_5
~
• 

~~ 
cos2(e_sm4+a) (A-iS)

with 
R 2b2 = (

~ 
COS+a 

+ 
~~
)2+

(A-16)

and b 
= tan 

[(i~~sin.)/(
i~~cos. +
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Defining a second transformation of variables (with Jacobian = w)

n z w  , O~wc.

R = w , —~ <z<~ (A- i7)

results in the new joint pdf

p3(w ,o ,z) = [(2w)31’2a~a1]1 w2e
_t12

exp~
_ 

+ kz~)~

x exp~wbcos(e - •m~~ a - - -~-~~cos2(e - •m~ a~ 
-(A- i8)

2ai

The integration of (A-i8) with respect to the variable w involves an integral

of the fo rm1

fdw w2 e TW
2f2’

~
1w C0SB

= 
/~~-3/2 ~ ~~~coss + (ucos2ø + ½)e~~

0
~~L1 + erf(~ccos8))~ (A-i9)

= ~~~y_3/2 !~ cos~ + (ucos2B + ½)euc05 B

• x [1 +~I~cos 81F1(½;3/2 ;ucos 2
~~ (A-20)..

where
1+kz2 

-

y E
00

— 
(A-21)

1.
Using [5~, i’s 3.462.7 , 9.236.i
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and

(1+kz2)u ~~~~~
= h~ +(_~~)k

2z2 + 2(kz)(a)h cos+a; (A—22)

• 1F1 
denotes the confluent hypergeometric function, and h2 A2/2o~.

Note that for A = 0, a = mA and •b = 0; also ,

- u(z )  . = 
(i-emkz)2 h2. (A—23)

A=O i+kz

Using (15), we have

p4(o,
z) = 

2w(i+kz2)3”2 
e~~

2 
exp ~~ ~~~~~~ cos2(8+.b)}

~ ~~
u (z) 

~~~ + [u(z)cos
2
8 + ½]e~

(
~~~

058 (A-24)

+ [u(z)cos
2
B + ½]e

u
~~~~

0sB
lFi[½;3/2;u(z)cos

2
B]}.

Only the second term -of (A-24) survives integration with respect to 0, leav i ng

p5
(z) 

(i+kz
2
)
:/2 exp

{

_h2 - :-
~ 

u(;)}~~~~~I [~~Z)]

~~ 
~~ Jo d0{~~~

1 + ½ + u(z)

— _ _ _ _ _  
(2 a2 u(z)

— 

2(1+kz2)3”2 
exp ~-h - + 2

~~ + 1) I
~
1P(z)] + u(z)Ii[P(z)]cos[.p(z))} (A-25)
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wi th
- 

2 
= (u~

zJ 
- 

_!
~~. cos 2 .b) 

+(_4. sin 2.b) 

2

and . 
(A-26)

~an(~~) =4stn2 .b/[u~~ - 

~~~
cos 2$

b]I L 4°i

The resultant expression , then , for the FM detector output pdf

- - p~(z) = 

~~3/2 
ex~ {u~~ - h2 - 

} 
(A-27)

~ 2p~Z~ 
[u z  - _ _ _ _ _ _ _

where u(z) is given by (A-24).

Major Case

For A = 0, (A-27) reduces to

-

. 

p5(z) 
= 4(1 +kz

2
r
3/2ex

pt~ ~
-[‘ + 

k(z
~

rn
~2]I 

(A-28)

x 

~ 

~i÷h2u ~~~~~ jh
2 

e_rn
2k;2mkz

~ 
+ h2(1+m~~ ‘lIT (1_rn

2k;2mkz~
3
~

with the alternate expression (related to a Taylor’s ser ies expans ion)

p5(z) =fe ”
2 
(ik 2)312 

-

~~~~~~~~ 
(i+mkz~I

2
~ r(n+~) 1F1 (n+-~; n+i; -m

2kh2). (A..29)
~.0 (n ( z )

- 
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Unless the effect of (incidental) amplitude modulation is being studied ,

this case is sufficiently general for most purposes. If the detector model

itself is to be studied in more detail , one can consult the appropriate chap-

ters in Middleton ’s book [3].

Further specializations of (A-28) and (A-29) are the followi ng sub-

cases :

(a) For no signal (A=O),

p5(z lA=O) = ‘-
~~~ (i+kz

2
Y
3’2. (A-30)

(b) For no modulation (m 0), from (17) and (20)

p5(zlm=0) 
= ~~ e

_h2
(i+kz2)

_3/2 
1Fi(3/2;i; 

• 

(A-31)
- i+kz

= ~~ (1+kz
2)

_3E’2exP{_ 
h2

(
~+2kz2)’~

• (f h~ \ fh
2/2 1 h2 fh2/2 1)

1P(\
i + 

~2)4 2j 
+ 

1+kz2 ~ [j+kzZ]~ 
(A-32)

In the next sect ion , the mean value is calcul ated to be
h2

- z = m(i — e ); (A—33)
as the carrier SNR (ECNR) increases, the mean approaches the noiseless case,

• as expected. In Figure A-i, this effect is demonstrated numerical ly for constant

(frequency shift) modulation--that is, when m = 2’
~d’ 

the bandw id th b was

selected such that mv’R~ = 1 (b = 
~d”~ 

Also , the figure displays the pdf of
the scaled variabl e v = z/fd, so that asymptotically the mean approaches 2w.
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Another effect we anticipate is that, as the bandwidth of the post-

lim iter filter (b) is decreased, the output SNR decreases. Also , for fixed

b, if the modulation or frequency shift rd in creases , the effective output
• SNR should increase. Both these effects are evident in Figure A—2.

B. Calcula tion of the Mean Value.

The mean value of the FM channel output for a given value of the mod-

ulation m is obtained from (A-29) by

E{z;m} =~~~e~~ ~~~~
h r(n-+ 3/2)1F1(n -+ 1/2;n+1;-m2kh2)

~ dz z(1+mkz) 
, (B-i)

where the integral equals

___________  = 

,:
d0(cos0) 2n_r (5

~~
0) 1

~
1

n-i ir/2
= ~~~~~~~~~~~~~~~~ f do(cosO)

2n_2r_ i(sinO)2r+2

= 
1~~~~(2n

) 
(mIk)2”~~B(n-r,r+3/2). (B-2)

Here B(x,y) = r(x)r(y)/r(x+y) is the beta function:

B(n-rr+ 3/2) r(n-r~r(r;,~ç2) (B-3)

- - :;-~~~ .
‘
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Substituting (B-3) in (8-2) yields

1 n!r(n+i/2)1 
n 

(m,~i)2t’~ B 4V r(n+3/2) r!r(n-r + 1/2)

With th is expression for the integra l , (B-i) becomes

E.{z;m} = _L e ~ r(n+i/2) 1F1(n+i/2;n+i;-m2kh 2)

x~~~11 r!r(n-r + i/2)
r 0

h2 2 n+r+i
= _L e 

~~~E~~n~r+1)! 
r(n+r + 3/2)1F1(n+r + 3/2;n+r+2;—m2kh2)

• n=0 r=O
2r+i

- r!r(n+3/2) —

i n whi ch was used the progress ion

~~~~~~~f(n,r) = 

~~~~E
f(n ,r) =~~~~~~~~f (n +r + i,r). (B-6 )

n=O r=0 
- 

n=r+i r=0 n=O r=O

- Now, the sunination over the index r may be recognized as a Taylor’s series :

~~~~

1h 2 2k) r (n+ 3/2) 2
r I (n + 2) 

r 
iFi(n+ 3/2+r;n+2+r;

_m
~~
h )

r=O r

= 
iFi(nI 3/2;n+2;m2kh2_m2kh2) 1. (B-7)

This fortunately simpl ifies (B-5) to

E{z;m} a me h2
~~~ 

~~~~~ 
= m(l_e )1 ). (B-B)

n=O

38
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C. Fil ter Integrals. The transition from equations (27) to (28) In the

text can be shown as follows. The integral is
-

‘ 

= f ~ dvf dt h(v)h(T)R~
(T- v), (C-i)

• in which h(v) is a filter impulse response and R
~
(r) Is a correlation function.

Since Rx(r) is even , there Is a syninetry about the line -r=v; thus rotating

the coordinates v,t by 450 gives

I = 2jdvJdT h(v)h(t)R (t-v)

T//~ TV7-v’
= 2j dv ’R (-v ’/~) f dT Ih(T

.
~~ )h(t

f
~ ) - (C-2)

Making use again of the even-ness of R
~
(r) and rescaling the variables results

In

-

• 

I = 2fdv R
~
(v)
f

duh(u)h(u+v)

= 2f dvR(v)9 (v)  (C-3)
0

where g(v) Is the fi lter autocorrelation function for the case of h(t)=O,

t.cO and t>T:

g(v) afdu h(u)h(u+v) a fdu h(u)h(u+v). (C-4)
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- 
A corollary to this result occurs for Rx(r) 1:

{f
~
vhN12 = f dvfdt h(v)h(t) = 2fdv 9(~). (C-5).

For the various filters given in (i6)-(i8), we have (t>0)

I

jdth i(t)=i~ g1
(~~) 

= 4~[i - 

~
-] ; (C-6)

f
cit h2(t) i~e

T
~~~, g2(t) 

= e [ i - e 2(TT)1RC] (C 7)

and

f~
t h3(t) = i - e~~

T
~~~[sin(wbT/~~ + cos(wbT/~~]

~~ ~
) ~~ ~e~~

bt~~ [sln(w bt/~~ 
+ cos(wbT/~~)]• 4 (C-8)

+ e b(2TT)/l”~ [cos(wb(2
1_ .r),v’!)_ sin(wb(2T_ .t)/I’7)_ 2cos(wbI~/v’�)]~.
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